Joint Comments of Internet Engineers, Pioneers, and Technologists on the Technical Flaws in the FCC’s Notice of Proposed Rule-making and the Need for the Light-Touch, Bright-Line Rules from the Open Internet Order

The undersigned submit the following statement in opposition to the Federal Communications Commission's Notice of Proposed Rulemaking – WC Docket No. 17-108, which seeks to reclassify Broadband Internet Access Service (BIAS) providers as “information services,” as opposed to “telecommunications services.”¹ Based on certain questions the FCC asks in the Notice of Proposed Rulemaking (NPRM), we are concerned that the FCC (or at least Chairman Pai and the authors of the NPRM) appears to lack a fundamental understanding of what the Internet's technology promises to provide, how the Internet actually works, which entities in the Internet ecosystem provide which services, and what the similarities and differences are between the Internet and other telecommunications systems the FCC regulates as telecommunications services. Due to this fundamental misunderstanding of how the technology underlying the Internet works, we believe that if the FCC were to move forward with its NPRM as proposed, the results could be disastrous: the FCC would be making a major regulatory decision based on plainly incorrect assumptions about the underlying technology and Internet ecosystem.

¹ Restoring Internet Freedom, 82 Fed. Reg. 105 (proposed May 18, 2017) (to be codified at 47 CFR pt. 8 and 20) [hereinafter NPRM].
In order to correct the FCC’s fundamental misunderstanding, we supply these comments, which contain certain facts about the structure, history, and evolving nature of the Internet.\(^2\) We then point out how the Internet (and in particular BIAS) has changed since 2002, when the FCC first explicitly classified BIAS as an information service, and explain why that classification is no longer appropriate. Drawing on this background information, we then respond to specific questions from the NPRM. We then emphasize the need for the light-touch, bright-line rules present in the 2015 Open Internet Order. We explain the risks to innovation that could occur should the FCC reclassify BIAS as an information service and thus relinquish its authority to enforce light-touch, bright-line rules. We also provide nearly a dozen different examples of consumer harm that could have been prevented by the light-touch, bright-line rules as well as several examples of consumer benefits that happened as a result of the 2015 Open Internet Order. Finally, we conclude by emphasizing that if the FCC decides to move forward with some of the proposals in this NPRM then the result will have a disastrous effect on innovation in the Internet ecosystem as a whole.

I. A Brief Introduction to the Internet

A. A Network of Networks

Fundamentally, the Internet is a collection of tens of thousands of individual networks of computers and other devices owned, operated, and maintained by different entities.\(^3\) In order to facilitate global communication, each of these independent networks interconnects to one or more of the other networks, thus leading to the term “Internet”. While each of these networks speaks the same language and can thus be described using the same technical tools, the actual forms of the networks vary widely in terms of their architecture (i.e. their size and shape)

\(^2\) Brief of the Amici Curiae Electronic Frontier Foundation, American Civil Liberties Union, and the American Civil Liberties Union of the Nation’s Capital in Support of the Respondents, United States Telecom Association v. Federal Commc’ns Comm’n, 825 F.3d 674 (D.C. Cir. 2016) (No. 15-1063). Note that much of the text from these comments is drawn, sometimes word-for-word, from a previous letter provided by many of the same signatories.

and the underlying technology they use to connect devices. These differences depend in large part on the purpose each network serves.

For example, the type of network that is perhaps most familiar is a Local Area Network (LAN). LAN networks, such as the wired network in an office building or a Wi-Fi network in a home, connect a relatively small number of devices together. LAN networks connect to the Internet via yet another network, that of an Internet service provider, or ISP.

A typical ISP network connects anywhere from dozens to millions of homes and businesses (or in the case of some wireless ISPs, mobile devices) to the rest of the Internet. This connection occurs in two parts. First, the ISP must connect its customers (i.e. its retail subscribers) within a given geographic area to its own network facilities. This connection can be made over a variety of mediums: coaxial cables (originally used solely for cable TV transmission), copper wires (originally used solely for telephone communication), fiber optic cables, or, in the case of wireless ISPs, radio waves. For most communications mediums, ISPs configure the connection to be asymmetric: ISPs reserve more of the capacity of the connection (i.e. bandwidth) for downloads – data traveling to the customer – than they do for uploads from the customer.4

Second, the ISP’s network connects to one or more of the other networks that make up the Internet. Typically, this second connection is made to either another ISP or an entity known as a “backbone provider.” Unlike a retail ISP, a traditional backbone provider does not sell Internet access to individuals. Instead, backbone providers are “high capacity long-haul transmission facilities” which offer to connect different networks together in what are called “peering arrangements.”5

In peering arrangements, the two connecting parties formalize the role each will play in their interconnection: what levels of traffic will be allowed to and from

---

4 An exception is fiber connections, which many ISPs do not configure to be asymmetric, with the exception of some residential gigabit passive optical networks.

each party, where the interconnection will be located physically, and who will pay for upgrades to the interconnection if needed. Peering between large entities is often done in a settlement-free manner, meaning that no money is exchanged as part of the peering arrangement. This sort of settlement-free peering is sometimes dependent on the two networks exchanging similar levels of traffic. However, an equal traffic exchange requirement frequently does not make much sense when backbone providers or edge providers connect to ISP networks, due to the inherent asymmetric nature of ISP traffic. In other words, because most ISP customers download more than they upload, any peering arrangement between a backbone or edge provider and a retail ISP’s network will result in more traffic being sent from the backbone or edge provider to the ISP than vice versa.

Finally, it should be noted that the same company often acts in different roles: a large ISP can provide backbone service to other, smaller ISPs, and also provide edge connections to individual customers. Similarly, a large edge provider may own similar infrastructure to a backbone provider. Thus, it is important when discussing the roles of the major players on the Internet to focus on the specific context in which they are being discussed; to do otherwise can lead to confusion and mismatched assumptions.


7 The Open Internet Order defines an edge provider as “Any individual or entity that provides any content, application, or service over the Internet, and any individual or entity that provides a device used for accessing any content, application, or service over the Internet,” and we adopt that terminology here. See Protecting and Promoting the Open Internet, GN Docket No. 14-28, Report and Order on Remand, Declaratory Ruling, and Order, 30 FCC Rcd. 5601, 5883-5884.

8 For example, an ISP may have different customers depending on its role: as a retail ISP, its customers are the retail customers who subscribe to its service for Internet access, but if it also provides transit services as a backbone provider, then in that role its customers would be other ISPs.
B. Packet-Switching and Congestion

While the above gives an accurate picture of how the Internet is laid out, it does not explain how the different networks actually succeed in communicating with one another.

Two major technical principles underlie how the Internet functions. The first is the concept of packet switching. In a packet switched network, the data to be transmitted (be it a webpage, images, sound files, or a video) is broken down into chunks known as packets, each of which is sent off individually to its destination. An Internet packet contains several important pieces of information: the numerical address of the device which sent the packet, known as an Internet Protocol address (or IP address); the IP address of the intended recipient; the type of data the packet contains; and the actual data, often referred to as the “payload.” In this way, a packet is similar to a postcard—anyone who is part of the delivery chain can read whom it is intended for, who sent it, and what it says. (Note that this does not hold true if the content of the packet is encrypted—then the packet is more like a postcard where the message is written in code only the sender and receiver can understand, but anyone reading the postcard can still see who the sender and receiver are.)

When it comes time for a computer to transmit a packet, the computer sends it to the next “hop” in the delivery chain, typically a network device known as a “router.” A router is a specialized device that bridges the connection between multiple communications links, whose sole job is to send packets one step closer to their destination. It does this via a “routing table,” which lists all the communication links the device is attached to, and the range of IP addresses that can be found on each of those links. Thus when a packet arrives, the router compares its destination address to the routing table and then sends it off on the appropriate link.


This form of routing is critical to how the Internet functions today. All the originating computer needs to know is that the network will take care of the routing, and all each router needs to know is which of its outgoing links is closer to the destination than it is itself. In this way, an ISP customer’s device can tell the ISP where to send its data, without having to know how the ISP has constructed its network or even what networks it interconnects with.

Of course, sometimes packets arrive at a router faster than the router can process them or faster than the communications link can transmit them, leading to congestion. Internet congestion is analogous to the traffic congestion that might occur when a busy four-lane interstate splits into two smaller two-lane highways: even though there is theoretically enough capacity, if all of the cars coming from the interstate want to travel along only one of the smaller highways, a backup will ensue. Similarly, if a router receives packets faster than it can transmit them along their desired links, the packets will be stored in a buffer until they can be sent. Unlike traffic congestion, however, if too many packets fill up the buffer, any new packets will simply be “dropped”, or discarded. Thus the Internet is a “best-effort” service: devices make their best effort to deliver packets, but do not guarantee that they will succeed.11

C. The Principles of Openness and Non-Interference Are Key Features of the Internet’s Design

The Internet is more than just a way for computers across the globe to exchange packets of data; it is a platform on which people have developed a variety of important technologies, from web browsing to email to social

11 In fact, the TCP (Transmission Control Protocol) indirectly uses dropped packets as a signal to determine how fast it should transmit data. Each TCP packet contains a sequence number, which indicates how many bytes of data have been sent so far. If the device on the receiving end is missing data because packets have been dropped (e.g. it has bytes one through ten, and then twelve through twenty), then it sends a signal to the sender indicating that it has only received some of the packets. The sender then reduces its transmission rate (and re-sends the missing packets), because the network is likely congested at some point along the route the packets are taking. In this way, the routers along the path don’t have to worry about making sure a packet is never dropped or that it does successfully get to its destination; the endpoints detect congestion automatically and reduce their transmission rate accordingly.
networking to online courses. The Internet’s tremendous growth and popularity as a platform have been due at least in part to two design principles, both of which ensure that the Internet is an open, neutral platform.

The first of these design principles is the idea of the layered network communications stack (often referred to as simply “the network stack”). Essentially, the network stack is a way of abstracting the design of software needed for Internet communication into multiple layers, where each layer is responsible for certain functions, but can implement those functions in any way that meets the specifications. For example, the “physical layer” is responsible for physically transmitting and receiving bits. It can do so over fiber optic cable, copper telephone lines, radio signals, etc., as long as it provides a way for the layer above it to access the “transmit and receive bits” function. Further up the stack is the “network layer,” which is responsible for ensuring each device on the network has a unique address, and for sending and receiving packets of data to specific addresses. It is at this layer that the famous Internet Protocol actually resides, which provides a “send data to a certain address” function to the layer above. Similarly, further up is the “transport layer,” which is the layer that is usually exposed to applications in order to send data to other devices. This is the layer at which the also well-known Transmission Control Protocol (TCP) resides, which is responsible for ensuring that data gets to its destination reliably and intact.12

The key takeaway from the idea of the network stack is that the specification is defined well enough for a developer to understand how her protocol will interact with the rest of the network stack, while at the same time flexible enough to allow for different implementations and widely-varying uses cases (since each layer can tell the layer below it to carry any type of data). This is why the same Internet Protocol can support such varied applications as email and real-time video-conferencing and NTP (Network Time Protocol), a service that automatically syncs the clocks of Internet-connected computers with microsecond accuracy. If

12 Douglas E. Comer, INTERNETWORKING WITH TCP/IP, Vol. 1 (6th ed. 2013). Note that for simplicity of explanation, some of the layers have been omitted, such as the link layer (which sits between the physical layer and the network layer).
someone wants to develop a new Internet application or protocol, all they have to do is insert their new technology at the appropriate layer; the layers below will perform their functions regardless of the type of data the developer tasks them to handle. This openness allows developers to build new and different types of applications without having to worry about the technical details of the layers below. “Consider, for instance, how these design principles collectively facilitated the rise of the World Wide Web application. Because the network is general, its founder Tim Berners-Lee could introduce it without requiring any changes to—or permission from—the underlying physical network.”  

13 All he had to do was define the protocol, and the underlying layers transported the data as desired.

The second design principle is the “end-to-end principle.” In order for a network to be general purpose, the nodes that make up the interior of the network should not assume that end points will have a specific goal when using the network or that they will use specific protocols; instead, application-specific features should only reside in the devices that connect to the network at its edge.  

14 It is easy to see how the end-to-end principle applies in the case of the Internet. The interior of the network, made up of the communications links (i.e. the physical cables) and the routers that connect them, originally did very little processing or modification of the packets they handled.  

15 In fact, the Internet Protocol, which is the protocol routers use to communicate, does not even have a way for a device to make sure a packet arrived at its final destination. All the

---


15 We note that many network operators and equipment vendors contest the fundamental nature of the “end-to-end” principle. However, their arguments are usually made in order to claim that they (or their equipment) can “add value” to the network by adding “smarts” to the network itself—usually as a way to try to reverse the commoditization of network hardware and services. Further, as we explain in Section IV.A, this insertion of “smarts” into the interior of the network frequently causes problems for developers of innovative new protocols and applications designed to run on a neutral Internet.
Internet Protocol requires is for a router to read incoming packets, figure out the next hop along their path, and make its best effort to send them off. The actual specialization comes entirely from the computers and servers and smartphones that connect at the “edge” of the Internet. This is how the Internet can support protocols that require guaranteed delivery of data (such as file transfer protocols), as well as protocols where guaranteeing delivery is less important than ensuring that the packets are received at low latency (such as protocols for voice or video chat).

D. Cross-Layer Applications Enhance Basic Infrastructure

The network-stack architecture of the Internet is crucial to its past and continued versatile and innovative nature, and it has allowed for the evolution of additional complexity to support the simple-seeming experience of modern user-facing applications. Several application-layer protocols whose development was made possible by virtue of the stacked model have since become crucial to the smooth functioning of tasks that at first glance would appear to be fully encompassed by lower layers.

1. The Cross-Layer Nature of DNS

For example, as explained above, resources on the Internet are addressed by their IP address, but a modern user does not know offhand the IP address of the site they are attempting to access. For example, a user would likely not directly attempt to visit 69.50.232.54, but would instead enter “eff.org” into a browser’s URL bar. The Domain Name System (DNS) is the protocol that provides this convenience to the user. Yet while from a network engineering implementation standpoint DNS is an application-layer protocol, its primary purpose is to enhance functionality otherwise provided by the internetwork layer. Additionally, no typical end user would manually and intentionally use DNS on its own. For the standard use case, DNS and IP go hand-in-hand. From the standpoint of looking at where the benefits of DNS are realized, it would be more reasonable to consider them in line with the layer they affect rather than the layer they are implemented in, and recognize DNS’ current place in practice as a tacked-on implementation detail of the more fundamental Internet layer.

DNS allows a vital level of abstraction. With DNS, the user can request a named resource, such as a domain name (e.g. www.eff.org), or a particular page
location at that domain (e.g. www.eff.org/about). By using DNS, the user does not need to know the IP address. More significantly, the IP address can change over time, including if the site moves behind a Content Delivery Network (CDN) to deliver the content more efficiently and ensure it remains available in case of a denial of service attack. The benefit to the user is that they request the particular resource they want, using an addressing system that is human-memorable. The underlying system may address that same resource in whichever way is best for its own functioning, to say nothing of how it chooses to route that request, but these details are all hidden away and irrelevant to the user. In the user’s mental model, the endpoint is represented by the resource’s URL, which is what they specify.

Furthermore, DNS is itself a multi-step protocol requiring different players to function. The user first contacts the recursive resolver, which might be located within an ISP, or today is often a third-party provider. This resolver gets its information by contacting several authoritative DNS servers. At the top level are the “root servers”, which are located around the world and run by different independent bodies such as the US Department of Defense, ICANN, and the University of Maryland. These servers respond to the recursive resolver with the location of the Top Level Domain (TLD) servers for the domain in question; for “eff.org”, this would be one of the “.org” servers. Then a request is sent to one of these TLD servers, which will know the IP address of the server(s) to ask next. The last DNS server in the chain will know the IP address as signed to the domain itself. This cooperative process is designed such that no single player provides the entire service.

2. Internet Routing’s Similarities to Telephone Call Routing

In a system that in many ways parallels the telephone network, Internet routing is dynamically controlled by application-layer services that communicate to establish network paths. Dynamic routing increases the capacity of the network

---


by spreading load along popular links to less utilized pathways, and also takes into account policy decisions. In both the Internet and the public-switched telephone network (PSTN), dynamic routing is a basic functionality that is an integral part of the system’s structure.

Though the PSTN was originally constructed with fixed routes, dynamic routing was added in the 1980s to reduce network congestion. Later, regulatory pressure to allow people to keep their phone numbers when switching to a new provider required complexity and routing schemes to be added. With the growth of Voice over IP (VoIP), interchange between the Internet and the PSTN further blurred the line between the two. Now, in a modern PSTN network, a series of complex management decisions mean that the number dialed is largely disconnected from how it is routed, or even if it will enter the classic PSTN network at all, and the underlying network is expected to handle all of this routing complexity as a basic matter of course. In this way, both the Internet and the PSTN are alike: the end user chooses a destination to send their data to, and the network takes care of figuring out how to get it to that destination.

On the Internet, the primary routing management protocol is the Border Gateway Protocol (BGP). Residing at the application layer, but vital to internetworking, BGP allows ISPs to announce the routes that packets can follow to arrive at a destination. This gives ISPs control over where packets will go, avoiding congestion and honoring peering agreements in much the same way as the PSTN. Unlike the PSTN, which has a dedicated channel for communicating route information, BGP information is sent over TCP. Yet the output of BGP is vital to the functioning of the internetwork layer so that routers know how to configure themselves, making it a cross-layer protocol.

In both of these systems, the PSTN and the Internet, the concept of a "point" that information is sent to is an abstraction that, for carriers' own good, does not


map to the functioning of a system capable of handling the complex requirement caused by a modern heavy system load.

II. How the Internet Has Changed Since 2002

While technologies like the Internet Protocol and TCP have changed little since the early nineties, part of the Internet’s resilience and value comes from the myriad ways in which those underlying protocols can be used. It should come as no surprise, then, that the Internet as a whole is not a static, monolithic creation, but a constantly evolving system. In this section, we describe the major ways the Internet as a whole, and consumer ISPs in particular, have changed since 2002, when the FCC first decided to classify broadband service as an information service. By explaining these changes, we show that the primary function of ISPs today is to transmit-to and from points specified by the user-information of the user’s choosing, without change in the form or content of the information as sent and received.

A. New Internet Protocols and Services Continue to be Invented

Although it may seem obvious, it is worth noting that new services and applications that rely on the Internet are constantly being developed. For example, take the continuing rise of the “Internet of Things,” a term used to describe the increasingly Internet-connected nature of objects in our environment that were not traditionally thought of as Internet-connected computers. Typical examples include everything from Internet-connected home appliances to wearable devices (including fitness and health-tracking devices) and even Internet-connected automobiles. Many of these devices use the Internet in novel ways and could be seriously affected by blocking or throttling based on protocol or service.

Additionally, innovation surrounding the Internet is not limited to new services that use existing protocols to communicate. Current innovation goes even deeper, down the network stack to new protocols and fundamentally new ways of

using the network. For example, the “InterPlanetary File System (IPFS) is a peer-to-peer distributed file system that seeks to connect all computing devices with the same system of files,” 21 first developed in 2014. 22 The goal of IPFS is to create a more permanent, more distributed version of the World Wide Web, one in which the entirety of files available on the Web are distributed to millions of computers across the globe. If successful, IPFS would make censorship of individual webpages or websites technically impossible, while also ensuring that a permanent record of all the files ever posted on the Web is always available for archival and historical purposes. IPFS relies on the underlying decentralized, open infrastructure of the Internet, distributing data using peer-to-peer protocols that are fundamentally different from the sorts of protocols used to transmit webpages, emails, or streaming videos.

The key takeaway from these examples is that Internet innovation is ongoing—but more importantly, this sort of innovation relies on the open, neutral nature of the Internet. To be absolutely clear, much of this innovation has occurred without any assistance from broadband ISPs (and in some cases, despite interference from broadband ISPs). While it is certainly true that ISP investment in increasing bandwidth (and innovations in how to provide that bandwidth) has enabled many of the services people think of as part and parcel of their Internet experience today (e.g. video streaming), the overwhelmingly vast majority of those services were not actually created by ISPs and are not offered by ISPs. They are offered by third parties that the customer simply wants to transmit data to and receive data from—without interference by their ISP.

B. ISP Caching is Being Replaced by Third-Party Caching Services

In the early days of the Internet, many ISPs set up caching servers that would sit between their customers and the rest of the Internet. These servers would record what data customers were requesting from the World Wide Web, and store


copies in a local cache that the server could send when other customers made the same request. For example, if many customers were reading the same newspaper article about net neutrality, the ISP would store a copy of that article on the caching server. Then, when a new request for the article came in, the ISP would send back the local copy instead of waiting for the request to go all the way to the newspaper’s server and back via the Internet. This way the ISP could reduce the amount of time it took for a customer to download the article (since the ISP’s caching server would be closer to the customer than the newspaper’s server), and ISPs could save on bandwidth (since they would not have to re-download the article from the newspaper’s server every time a new request came in).

However, recent changes have decreased the need for ISP caching services. This is due to the widespread use of Content Delivery Networks, or CDNs. CDNs are very similar to the caching servers described above, except they are often operated by companies other than ISPs (such as edge providers, or third-party companies who sell their CDN service to edge providers). CDNs consist of Internet-connected caching servers strategically placed in different geographic regions, on the edge of or inside the network of one or more ISPs. Content originators upload their content to these caching servers, so that they can have fine-grained control of what gets cached and how long it stays cached—control they do not have over ISP-controlled caches.

In addition to becoming unnecessary, ISP caching is also becoming less feasible due to the increasing proportion of Internet traffic that is encrypted. (In 2010 less than 2% of traffic on the Internet was encrypted, but by February of 2017 over half of Internet traffic was encrypted.) Encryption prevents ISP


25 Gennie Gebhart, We’re Halfway to Encrypting the Entire Web, ELECTRONIC FRONTIER FOUNDATION (Feb. 21, 2017), https://www.eff.org/deeplinks/2017/02/were-halfway-encrypting-entire-web (last visited July 14, 2017).
caching from being effective, because when a user requests a webpage or file over an encrypted connection the ISP cannot see the name or location of the file the user is requesting or the contents of the file itself. As a result, the ISP has no way of knowing what files are popular enough to cache, nor any way of knowing when a user requests a popular file. Given the inevitability of ubiquitous encryption, ISP caching is destined to become an obsolete practice.\textsuperscript{26}

Thus, this example also illustrates how the role ISPs play in the Internet ecosystem has changed since 2002. In the early days of the Internet, caching and processing was a key component of running an ISP and managing its network; today, that role is filled by third-parties, and once again customers and edge services simply expect ISPs to transmit data to and from their destinations, be they servers run by third-party CDNs inside the ISPs network, or distant servers on the other side of the globe.

C. DNS and Email Are No Longer the Province Solely of ISPs

Another major change since the turn of the millennium has been the dramatic surge in popularity of third-party email providers. For example, consider US email providers. Currently, Microsoft, Google, and Yahoo (the top three in the US, barring mass-marketing email providers) were ranked first, ninth, and eleventh in the world in terms of volume of email sent. For comparison, the top three US ISPs, Comcast, Charter, and AT&T\textsuperscript{27} ranked 17\textsuperscript{th}, 26\textsuperscript{th}, and 12\textsuperscript{th}.\textsuperscript{28} While not all of

\begin{footnote}{26}Indeed, all major browsers have announced that they will only support the next version of the famous HTTP protocol, HTTP/2, over encrypted connections. Dan Goodin, \textit{New Firefox Version Says “Might as Well” to Encrypting All Web Traffic}, \textsc{Ars Technica} (Apr. 1, 2015), \url{http://arstechnica.com/security/2015/04/new-firefox-version-says-might-as-well-to-encrypting-all-web-traffic/} (last visited July 14, 2017).

\end{footnote}


\end{footnote}

\begin{footnote}{28} \textit{Email & Spam Data, June 2017}, \textsc{Talos Intelligence}, \url{https://talosintelligence.com/reputation_center/email_rep#top-senders-owner} (last visited July 14, 2017). Note that some companies are listed under multiple organizational names; when cited above, we have provided the highest ranking for a given company’s consumer-focused service.

\end{footnote}
the email coming from those domains is generated by customers, the dramatic
difference in popularity illustrates the decreasing relevance ISP customers put on
the information services provided by their ISPs.

Similarly, fewer people are making use of their ISPs’ Domain Name Systems (DNS), in large part because over a dozen different ISPs (including AT&T\textsuperscript{29}, Cablevision\textsuperscript{30}, Charter\textsuperscript{31}, Comcast\textsuperscript{32}, Cox\textsuperscript{33}, CenturyLink\textsuperscript{34}, Frontier\textsuperscript{35}, Mediacom\textsuperscript{36}, RCN\textsuperscript{37}, Sprint\textsuperscript{38}, T-Mobile\textsuperscript{39}, Time Warner\textsuperscript{40}, and Verizon\textsuperscript{41}) have

\begin{footnotesize}
\begin{enumerate}
\itemsep0em
\item Reddit Post, REDDIT, http://www.reddit.com/r/Sprint/comments/2fl6pk/are_sprint_3g_and_4g_towers_hijacking_nxdomain/ (last visited July 14, 2017).
\end{enumerate}
\end{footnotesize}
engaged in the practice of DNS hijacking over the past decade. As a result of DNS hijacking, consumers have been exposed to degraded performance, malfunctioning applications, and security vulnerabilities.42

At the same time, free, open DNS servers, often offering better performance or more features than ISP DNS servers, have proliferated online.43 For example, Google offers the Google Public DNS, free for any Internet user, which handles over 400 billion DNS requests per day.44 Many ISP customers have chosen to use such third-party DNS services in order to avoid the security and performance issues ISPs have introduced into their own DNS services.

D. Customers Depend on ISPs for Internet Access, Not Information Services

In the early days of Internet access, customers frequently chose which ISP to subscribe to based on the content and information services that ISP supplied in addition to general Internet access. ISPs like AOL, Compuserve, or Prodigy differentiated themselves based on the different information services each


provided—services like chat rooms, bulletin board systems, email, and specialized content only available to an ISP’s own subscribers.\(^{45}\)

Now, however, ISPs compete primarily on the reliability and bandwidth of their Internet connections.\(^ {46}\) Customers subscribe to an ISP’s service not for information services the ISP might provide, but because the subscription enables customers to transmit and receive data to and from the wider Internet. The information services ISPs provide are no longer connected in any meaningful way to the data routing and transmission service they offer. Saying that ISPs provide an information service to their customers because they offer caching and webmail in addition to Internet connectivity is like saying that airlines are in the business of providing an entertainment service because they offer in-flight movies in addition to transportation. While these additional services might be selling points, they are not integral to the fundamental offering ISPs and airlines make: to transport things (either data or people) at the customer’s request.

## III. Technical Responses to the FCC’s NRPM

In light of the foregoing, we can better anticipate the technical consequences of the NPRM and the risks of the information service classification it proposes. We provide specific technical clarifications in response to selected allegations and misconceptions introduced in the NPRM, and in doing so strongly recommend that the regulatory structure proposed by the NPRM be rejected.


\(^{46}\) See, e.g., Sprint 4g Commercial, YOUTUBE, [https://www.youtube.com/watch?v=NPdkvg9Kw-M](https://www.youtube.com/watch?v=NPdkvg9Kw-M) (last visited Sept. 14, 2015) (touting the bandwidth of Sprint’s 4G wireless network); Comcast-Fast Rabbit, YOUTUBE, [https://www.youtube.com/watch?v=h16gMJ_LCyg](https://www.youtube.com/watch?v=h16gMJ_LCyg) (last visited Sept. 14, 2015) (comparing Comcast’s high-speed Internet access with “a rabbit/panther with turbines backed by an unusually strong tailwind on ice . . . driven by an over-caffeinated fighter pilot with a lead foot all traveling down a ski jump in Switzerland under better than ideal conditions.”).
A. The NPRM Fundamentally Misunderstands Who Offers Which Services Online

First, the NPRM fundamentally misunderstands which entities offer which services to customers online, and as a result, claims that it is ISPs, and not edge providers, who provide the wealth of useful services customers can find on the Internet today. For example, the NPRM states:

We believe that Internet service providers offer the “capability for generating, acquiring, storing, transforming, processing, retrieving, utilizing, or making available information via telecommunications.” Whether posting on social media or drafting a blog, a broadband Internet user is able to generate and make available information online. Whether reading a newspaper’s website or browsing the results from a search engine, a broadband Internet user is able to acquire and retrieve information online. Whether it’s an address book or a grocery list, a broadband Internet user is able to store and utilize information online. Whether uploading filtered photographs or translating text into a foreign language, a broadband Internet user is able to transform and process information online. In short, broadband Internet access service appears to offer its users the “capability” to perform each and every one of the functions listed in the definition—and accordingly appears to be an information service by definition. We seek comment on this analysis.47

In this paragraph, the Commission conflates the roles of Internet Service Providers and the myriad companies that offer substantive services on the Internet as a whole. No BIAS provider offers the capabilities listed, like posting on social media, reading a newspaper’s website, storing a grocery list, translating text into a foreign language, by itself. Rather, the vast majority of these capabilities (and in the case of many BIAS providers, all of these services) are offered by other third
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parties on the Internet. ISPs merely provide the transport between the end user and the capability that they are attempting to access.

The NPRM’s analysis is fundamentally flawed. It confuses offering the capability to connect to a third-party service with offering the capability of the third-party service itself, and implies that because ISPs allow users to connect to third-party services of the users’ choosing, somehow it is the ISP itself that is offering that service. If the same flawed logic were applied to the telephone network, one would conclude that because Verizon’s customers can use their phones to order a pizza, it is Verizon (instead of the local pizza parlor) that is offering the capability for having pizza delivered. The same logic makes a media company of the US Postal Service merely because one may have magazines delivered by mail. The NPRM’s characterization of ISPs as offering the capabilities associated with the totality of available services on the Internet similarly defies common sense.

We next answer several questions from the same paragraph.

“Can broadband Internet users indeed access these capabilities?”

Obviously, BIAS customers can indeed access these capabilities, but only with the involvement of other parties that actually provide the service to which the broadband service is providing a connection. If these third parties did not exist, then BIAS customers would not be able to access these capabilities—despite the fact that the BIAS provider would still be offering the exact same services to their customers. As a result, it is obvious that ISPs do not provide these capabilities in-and-of-themselves, but simply provide access to them via their telecommunications offerings.

“Are there other capabilities that a broadband Internet user may receive with service?”
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Given the end-to-end principle, any service that appears on the Internet will be available to ISP customers. However, the end-to-end principle depends on non-interference by ISPs. If the FCC reclassifies BIAS providers as information services and is unable to enforce light-touch rules against ISP interference with customer traffic, many new capabilities the FCC has not envisioned will never come to be.

“If broadband Internet access service does not afford one of the listed capabilities to users, what effect would that have on our statutory analysis?”

As we stated above, broadband Internet access does not directly provide any of the listed capabilities. For example, if a series of extremely coincidental bugs simultaneously forced all the cloud storage providers in the world to go offline, then BIAS customers would no longer have the capability to upload information to them—even though the fundamental service provided by their ISPs had not changed. Thus, it is incorrect to say that BIAS providers offer these capabilities; they simply offer the transmission of data on behalf of customers to and from edge providers that provide these services themselves.

Since broadband service does not directly provide any of the listed capabilities to users, this portion of the NPRM’s statutory analysis is baseless and fundamentally incorrect. Any analysis that BIAS should be classified as an information service because of the services offered by third parties on the Internet is inherently flawed.

“More fundamentally, we seek comment on how the Commission should assess whether a broadband provider is “offering” a capability. Should we assess [sic] this from the perspective of the user, from the provider, or through some other lens?”

As we have explained, from no perspective does a broadband provider “offer” any of the listed capabilities. When an Internet user wants to search for cat
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pictures, the search engine DuckDuckGo might offer that capability to her, but given that all the ISP does is transmit data to and from a server the ISP does not own, under no reasonable interpretation does the ISP “offer” that capability.

In the Title II Order, the Commission in turn found that “consumers are very likely to use their high-speed Internet connections to take advantage of competing services offered by third parties” and asserted the service “is useful to consumers today primarily as a conduit for reaching modular content, applications, and services that are provided by unaffiliated third parties.” We seek comment on how consumers are using broadband Internet access service today. It appears that, as in 2002 and 2013, broadband Internet users “obtain many functions from companies” other than their Internet service provider.\(^5\)

The Title II Order’s analysis is correct: in 2017, BIAS customers primarily use their Internet service as a conduit for reaching content provided by unaffiliated third parties. Although the NPRM implies otherwise, this is a marked departure from how broadband customers used their broadband Internet access service in 2002. As we explained in Section II.D, in the early days of Internet access, customers frequently chose which ISP to subscribe to based on the content and information services that ISPs supplied in addition to general Internet access. ISPs like AOL, Compuserve, or Prodigy differentiated themselves based on the different information services each provided—services like chat rooms, bulletin board systems, email, and specialized content only available to an ISP’s own subscribers. In other words, ISPs competed on what information services they actually provided themselves. Not so today.

Further, although Internet users obtained many functions from third parties in 2002, the wealth of capabilities that users can find on the Internet today simply did not exist at that time. Very few services that today are common household names existed in 2002: Wikipedia had only 20,000 articles (compared to its current
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5.4 million), Google did not have its IPO until 2004, Facebook would not exist (even as a prototype) for another year, YouTube was three years away from its creation, Twitter was four years away from being founded, and Netflix was five years away from streaming its first movie online.

In short, Internet users today have more choices of third-party services to use, and are far less likely to use their ISP for anything besides providing a connection to those services.

“It also appears that many broadband Internet users rely on services, such as Domain Name Service (DNS) and email, from their ISP. Is that correct?”

While it is true that many broadband Internet users do still rely on DNS and email services from their ISP, as mentioned in Section II.C, that number is dwindling. Further, even though many Internet users take advantage of third-party DNS services, we do not believe DNS should be seen as a separate technical service for purposes of arguing for reclassification, as we described in more detail in Section I.D.1.
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More generally, we seek comment on the relevance of this analysis. The definition of “information service” speaks to the ‘capability’ to perform certain functions. Is a consumer capable of accessing these online services without Internet access service? Could a consumer access these online services using traditional telecommunications services like telephone service or point-to-point special access? Or are we correct that offering Internet access is precisely what makes the service capable of “generating, acquiring, storing, transforming, processing, retrieving, utilizing, or making available information” to consumers?60

This interpretation of the role ISPs play in a customer’s online experience is so fundamentally alien to the standard conception of how the Internet works that a well-known April Fools' joke addresses precisely this question. On April 1, 1990, David Waitzman first proposed the famous "IP over Avian Carriers" protocol61 (fully realized in 199962). The protocol proposes exactly what its title suggests: that birds provide the same functionality that ISPs are expected to (albeit in a slightly faster and less error-prone manner), namely transmitting IP packets to and from destinations of the user’s choosing. The humor in the joke is the fact that the Internet is so well-layered and oblivious to lower-level protocols that birds carrying messages could technically bring Internet functionality to end users. And lest it be argued that in reality only a broadband provider can provide access to online service, the Avian Carriers protocol was implemented in 2001.63

Humor aside, the technical answer to the NPRM’s question is: yes, a consumer could access these services without broadband Internet access service.
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To claim otherwise fundamentally misunderstands how the Internet works on a technical level.

As we explained before, offering access to the Internet is no more what makes BIAS capable of “generating, acquiring, storing, transforming, processing, retrieving, utilizing, or making available information” than offering the ability to make telephone calls is what makes telephone service capable of having a pizza delivered to one’s door in thirty minutes or less.

B. The NPRM Displays a Disturbing Lack of Knowledge of How Data is Routed on the Internet (and in the Telephone Network)

In addition to inaccurately portraying what services ISPs offer, the NPRM also gets basic facts wrong about how the technology underlying the Internet works. For example, in paragraph 10, the FCC seeks to imply that the 1998 Stevens Report is accurate in its conclusion that “Internet access providers do not offer a pure transmission path; they combine computer processing, information provision, and other computer-mediated offerings with data transport.” This is simply false, as we explain below.

... Internet service providers do not appear to offer ‘telecommunications,’ i.e., ‘the transmission, between or among points specified by the user, of information of the user’s choosing, without change in the form or content of the information as sent and received,’ to their users. For one, broadband Internet users do not typically specify the ‘points’ between and among which information is sent online. Instead, routing decisions are based on the architecture of the network, not on consumers’ instructions, and consumers are often unaware of where online content is stored.

Saying that Internet users do not specify the points to which information is sent online is like saying that telephone users do not specify the phone they want
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their call sent to when they dial a phone number. As explained in Section I.D.2, both the Internet and the telephone network make use of dynamic routing based on the architecture of the network. Further, in both networks the customer is often unaware of where the endpoint is actually located—particularly in mobile networks, where a phone customer may have absolutely no way of knowing, a priori, even what country a mobile phone might be located in.

Thus, this interpretation of what it means to transmit information between or among points specified by the user, i.e. that the user must explicitly tell the network what routing decisions to take, has no basis in reality. Taken to its logical conclusion, it would require the FCC to similarly decide that telephone services are also not telecommunications services—an obviously absurd conclusion.

“Domain names must be translated into IP addresses (and there is no one-to-one correspondence between the two).” 66

This is correct, and ISPs do indeed usually provide this service (i.e. DNS). However, as explained in Section II.C., ISP-provided DNS is by no means necessary, and ISPs are often not the best at providing the service. Users can and do change their DNS provider to lower round-trip latency and thereby have faster overall Internet service.67

“Even IP addresses may not specify where information is transmitted to or from because caching servers store and serve popular information to reduce network loads.”68

Again, this is correct, but it does not have any bearing on the argument about classification one way or another. Further, as explained in Section II.B, caching
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services provided by an ISP without the assistance or involvement of a third-party are becoming increasingly rare, thanks to widespread encryption of web traffic.

“We believe that consumers want and pay for these functionalities that go beyond mere transmission—and that they have come to expect them as part and parcel of broadband Internet access service. We seek comment on our analysis.” 69

The NPRM is correct that consumers want and pay for these functionalities, i.e. routing. But the NPRM is incorrect when it says that routing is not part of mere transmission. To say that making routing decisions is not a necessary requirement for “mere transmission” implies the FCC is still living in a world where people dial a phone number by verbally asking an operator to connect them to a specific line. No modern telecommunications network, be it the PSTN or the Internet, requires (or could conceivably require) an end-point (including a BIAS customer) to know the details of how the network is laid out. Simply put, customers expect their ISP to route their traffic as “part and parcel of broadband Internet access service” because it is a necessary functionality for the transmission of data in any modern network.

“How are broadband Internet users’ requests for information handled by Internet service providers today?”

Section I answers this question in detail; we refer the FCC to that section instead of reproducing it here.

“What functionalities beyond mere transmission do Internet service providers incorporate into their broadband Internet access service?” 70

As explained in Sections II.B and II.C, ISPs provide caching and email services, but for quite some time these services have been declining in relevance.

We particularly seek comment on the Title II Order’s assertion that the phrase 'points specified by the user' is ambiguous—how should we
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interpret that phrase so that it carries with it independent meaning and is not mere surplusage? Is it enough, as the Title II Order asserted, for a broadband Internet user to specify the information he is trying to access but not the “points” between or among which the information will be transmitted? Does it matter that the Internet service provider specifies the points between and among which information will be transmitted?\footnote{Id.}

Even with caching, DNS, CDNs, anycast networks, or any other type of information optimization for the benefit of the network load or convenience, the user still has to specify the point where they expect to find the information. Though the point may be virtualized, it is a fundamental component of Internet architecture that requests require a destination point that they are attempting to set up a channel with. As explained in Section I.B, the user specifies the endpoints that they would like to communicate with, and the network is only responsible for transferring packets back and forth between the two.

Thus, an ISP no more specifies the points between which information will be transmitted when a user’s browser issues an HTTP request to a specific IP address than a telephone company specifies the points between which information will be transmitted when a user’s mobile phone speed-dials a specific phone number. In both cases, the user indicates the desired end-point for their communications and the network routes the communications appropriately to reach that end-point.

Internet service providers routinely change the form or content of the information sent over their networks—for example, by using firewalls to block harmful content or using protocol processing to interweave IPv4 networks with IPv6 networks . . . . We seek comment on our analysis . . . . What constitutes a ‘change in the form’ of information? If not the protocol-processing for internetworking—considered an enhanced service under the Computer Inquiries—how should we
interpret this phase so it carries with it independent meaning and is not mere surplusage?\textsuperscript{72}

This analysis is fundamentally flawed and again shows a basic misunderstanding of how the Internet works. Changing the packet structure of an IP packet from IPv4 to IPv6 no more changes the form of the information contained within the packet (i.e. the payload) than taking a letter out of a FedEx envelope and putting it in a UPS envelope changes the form of the letter.

That’s because when a customer sends an IP packet to their ISP, \textit{they are not asking their ISP to transmit the IP packet itself, unchanged, to its destination.}\textsuperscript{73} Rather, they are asking their ISP to transmit the \textit{payload} of the packet—the data contained within the packet—to its destination unchanged. As we explained in Section I.C, the IP protocol resides at the “network” layer of the layered network communications model. When a device wishes to transmit data on a network, it takes that data, encapsulates it in a sequence of IP packets, and \textit{then} transmits it (i.e. by passing it to the next layer down in the stack, where it will eventually be physically transmitted on the communications medium).

In other words, when a BIAS customer transmits an IP packet to their ISP, the customer is essentially telling the ISP, “Here is some data. I am sending it to you as the payload in an IP packet, since IP is the language our computers have agreed to use so that I can tell you where I want my data to go. I don’t care if you repackage my data (the payload) using other protocols along the way, so long as you don’t change the form of the payload itself. I need the payload to reach its destination unchanged, but I don’t care how it gets there.”

Examined in this way, it is obvious that customers \textit{do not expect their ISPs to change the form or content of the data they entrust their ISPs to deliver}. Further,

\textsuperscript{72} NPRM ¶ 30.

\textsuperscript{73} Indeed, even without interweaving IPv4 and IPv6, the IP specification itself could not function if packets were required to be transmitted completely unchanged at each step—the IP protocol specifies that each time an IP packet is transmitted, the Time To Live (TTL) field must be decremented. \textit{See} Information Sciences Institute, DARPA Internet Program Protocol Specification, (Sept. 1981), \url{https://tools.ietf.org/html/rfc791}. 

29
most ISPs do not usually change the form or content of this data, because doing so would violate the end-to-end principle. Indeed it is considered malicious behavior to change payload data in-flight on the network, and the ability to do so is slowly being eradicated as Internet encryption grows more prevalent (see Section II.B, particularly Footnotes 25 and 26).

How could we plausibly conclude that it is not a “change in the . . . content” to use of [sic] firewalls and other reasonable network management tools to shield broadband Internet users from unwanted intrusions and thereby alter what information reaches the user for the user’s benefit? We seek comment on other ways in which Internet service providers change the form or content of information to facilitate a broadband Internet user’s experience on line.74

Again, the NPRM displays a stunning lack of technical knowledge. Rather than changing content, a firewall blocks certain types of content based on the source, destination, or port (which might indicate what class of information the packet contains). Blocking potentially harmful connections does not change the form of any information—it simply prevents those connections from reaching the end user, and so long as it is done without objection by the user, certainly constitutes reasonable network management. This is very similar to how telephone networks address unwanted robocalls: the network provider determines what calls are likely to be unwanted based on information like the validity of the source phone number or the caller ID information and then blocks the call—without changing the form or content of the call.75 Once again, followed to its logical conclusion, the NPRM’s theory would require the FCC to reclassify the PSTN as an information service as well— an obviously ridiculous result.
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IV. The FCC Should Uphold the Light-Touch, Bright-Line Rules from the Open Internet Order

As developers, engineers, and designers, we realize that without openness and neutrality the Internet as we know it will cease to exist, because it is that openness and neutrality that gives the Internet its flexibility, leads to its growth, and has made it a vital resource for all aspects of modern life. Based on legal analysis done by others\textsuperscript{76} we are concerned that if the FCC proceeds with this NPRM and reclassifies BIAS providers as information services, it will be unable to enforce the light-touch, bright-line rules the FCC promulgated as part of the 2015 Open Internet Order. We believe those light-touch rules are essential to the continued innovation and flexibility of the Internet. Thus the NPRM, if approved, would decimate the openness and neutrality that have contributed to the Internet’s explosive growth over the past several decades. Further, service providers could \textit{and would} revert to engaging in the practices of blocking, throttling, and interference. These practices would upend the Internet, making development of new protocols and services dramatically more difficult, breaking existing protocols and services, and even introducing security vulnerabilities that would not have been present without service provider interference. In short, if the current rules are not preserved, the rapid pace of innovation the Internet has experienced over the last forty years could come to a disastrous halt. We urge the Commission to reject the NPRM.

A. Risks of Approving the Rule as Proposed

We begin by elaborating on precisely what ISPs would be able to do in the absence of a clear and limited Open Internet rule. First and foremost, ISPs would be free to block, throttle, or speed up data based on its content, source, destination, or what service or application generated it. ISPs could degrade (or altogether block) certain protocols, content, or websites. A frequently given example is that of an ISP degrading traffic containing streaming movies from some or all edge providers, in order to encourage its customers to instead use its own media-

streaming service. But this sort of blocking and throttling would only be the tip of the iceberg. ISPs could go further, degrading traffic for any service they do not recognize or have not previously approved of.

That, in turn, could violate the principle of openness upon which the Internet was built. Developers would have to ensure that their new application or protocol would work under different specifications on each of the thousands of networks that make up the Internet. Some networks might decide to handle data differently depending on whether it represents webpages or video. Others might decide to prioritize certain data. Such a haphazard mishmash of different specifications and engineering conditions would have made the growth of the Internet as we know it utterly impossible. Instead, it would have resulted in a balkanized Internet—one in which each ISP was its own private fiefdom, where edge providers had to negotiate with the gatekeeper in order to get access to the end users.

But blocking and throttling are not the only dangers. ISPs could decide to violate the end-to-end principle, inserting nodes in their network that tried to “enhance” their customers’ experience by augmenting or transforming some content. This might seem like a reasonable design, since conceivably an ISP might have access to information that edge providers would not. For example, an ISP might be able to provide more relevant search results or other information since it has a complete record of its customers’ unencrypted browsing histories. But this sort of interference could not only introduce bugs into services and webpages that weren’t expecting it, it could make it impossible for some applications (including applications yet to be dreamed of) to work correctly. Worse yet, it could also

77 It is worth noting that the Internet Protocol does specify a field in the header of IP packets known as the “differential service” field, meant to indicate some sort of priority. However, in the over thirty years since the widespread adoption of IP, no consensus has been reached about how edge devices should populate that field for use on the public Internet (as opposed to within private networks, such as a company’s LAN). As a result, traffic prioritization on the public Internet is almost nonexistent. The closest the Internet engineering community has come to a standard on prioritization is RFC 2474, which is a proposed standard last updated in 1998, and which has not seen widespread adoption. K. Nichols et al., Definition of the Differentiated Services Field (DS Field) in the IPv4 and IPv6 Headers, THE INTERNET SOCIETY (Dec. 1998), https://tools.ietf.org/html/rfc2474.
introduce security vulnerabilities which a malicious actor could use to harm the ISP’s customers.

If ISPs could engage in this sort of blocking, throttling, and interference (which would no doubt occur in the absence of the light-touch, bright-line rules in the Open Internet Order), it would transform the Internet from a permission-less environment (in which anyone can develop a new app or protocol and deploy it confident that the Internet treats all traffic equally) into one in which developers would first need to seek approval from or pay fees to ISPs before deploying their latest groundbreaking technology. Developers and engineers would no longer be able to depend on the core assumption that the Internet will treat all data equally. The sort of rapid innovation the Internet has fueled for the past two decades would come to a sudden and disastrous halt.

B. Concrete Examples of Consumer Harm in the Absence of Bright-Line Rules

These sorts of threats to the Internet’s openness and neutrality are real. None of the scenarios described in the previous section are hypothetical. In this section, we elaborate on nearly a dozen different examples of consumer harm by ISPs that chose to block, throttle, or otherwise interfere with their paying customers’ traffic. We hope that this section will help answer the following question from the NPRM:

We also seek comment on specific ways in which consumers were harmed under the light-touch regulatory framework that existed before the Commission’s Title II Order. Much of the Title II Order focused extensively on hypothetical actions Internet service providers “might” take, and how those actions “might” harm consumers, but the Title II Order only articulated four examples of actions Internet service providers arguably took to justify its adoption of the Internet conduct standard under Title II . . . . Is there evidence of actual harm to consumers sufficient to support maintaining the Title II telecommunications service classification for broadband Internet
access service? Is there any evidence that the likelihood of these events occurring decreased with the shift to Title II?  

We begin with the four examples described in the Open Internet Order.

1. **Examples of Consumer Harm from the Open Internet Order**

First, in 2005, the FCC found that Madison River, a BIAS provider based in North Carolina, had been blocking Voice over Internet Protocol (VoIP) ports, thereby preventing its customers from making use of third-party VoIP services. This example of consumer harm is particularly egregious, given that “[f]or those customers who had disconnected their traditional phone lines and were relying solely on Vonage, the blocking meant they had no ability to make calls, even to emergency 911 services.”  

Had the Open Internet Order’s light-touch rule against blocking been in place back in 2005, Madison River’s customers might not have been put in life-threatening situations.

Second, Comcast has interfered with legitimate traffic based solely on its type. In 2007, the Electronic Frontier Foundation (EFF) confirmed reports that “Some time around May 2007, Comcast installed new software or equipment on its networks that began selectively interfering with some of Comcast customers' TCP/IP connections. The most widely discussed interference was with certain BitTorrent peer-to-peer (P2P) file-sharing communications, but other protocols” were also affected.  

This interference went far beyond network management, and affected its customers’ ability to download public domain works, not to mention properly use non-P2P software like Lotus Notes.

---
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Third, in 2012, AT&T chose to block data sent to and from users of Apple’s Facetime software. In particular, AT&T announced in August of 2012 that only certain, more expensive data plans would be able to use Facetime, acknowledging explicitly that “the company was using it as a lever to get users to switch over to the new plans which charge for data usage in tiers.” In other words, customers were forced to pay more to AT&T to send or receive certain types of data, based on a business decision by AT&T.

Fourth, in 2012, Comcast announced that it would favor its own video-on-demand streaming services over third-party competitor services, by charging customers for the data they used to stream competitor services. In this instance, customers were harmed by Comcast’s decision to take advantage of its gatekeeper power to favor its traffic over its competitors, thereby clearly distorting the marketplace for video-on-demand services.

2. Further Examples of Consumer Harm That Could Have Been Prevented by The Light-Touch, Bright-Line Rules in the Open Internet Order

Contrary to what the NPRM suggests, the number and variety of concrete incidents in which customers have been harmed by ISP behavior goes far beyond “the few, scattered anecdotes cited by the Title II Order.” There have indeed “been additional, concrete incidents that threaten the four Internet Freedoms sufficient to warrant adopting across-the-board rules,” and we describe several of them here.
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i. AT&T’s Problematic Zero-Rating

Similar to how Comcast decided to favor its own video-on-demand services, other carriers have chosen to distort the market and give their own video services an unfair advantage as well. First, AT&T has decided not to charge customers for data used by its DIRECTV content, while charging third-parties more to similarly zero-rate data. The FCC’s own investigation found that “AT&T offers Sponsored Data to third party content providers at terms and conditions that are effectively less favorable than those it offers to its affiliate, DIRECTV. Such arrangements likely obstruct competition for video programming services delivered over mobile Internet platforms and harm consumers by inhibiting unaffiliated edge providers’ ability to provide such service to AT&T’s wireless subscribers.”\(^86\)

ii. Verizon’s Problematic Zero-Rating

Similarly, Verizon also did a disservice to its customers by zero-rating its own content via its go90 program, while charging third-parties more to zero-rate data through its FreeBee Data 360 program. As the FCC’s report explained, Verizon had “no safeguards that would prevent Verizon from offering substantially more costly or restrictive terms to enable unaffiliated edge providers to offer services comparable to Verizon’s go90 on a zero-rated basis.”\(^87\)

In both of these cases, the consumer harm is identical to the Comcast case—an ISP distorts the market for content by using its gatekeeping power to favor some content over others, thereby depressing investment in content by third-parties and reducing the choices available to their customers.

---
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iii. Search Redirection by More Than Half a Dozen ISPs

In August of 2011, researchers at the International Computer Science Institute published research showing that a number of ISPs, including Cavalier, Cogent, Frontier, Fuse, DirecPC, RCN, and Wide Open West, were rerouting their customers’ search queries to a third-party company, Paxfire, which in some cases then sent users to websites they did not request, instead of on to the search engine the user expected. As an EFF blog post at the time explained,

[T]he purpose appears to be monetization of users' searches. ICSI Networking's investigation has revealed that Paxfire's HTTP proxies selectively siphon search requests out of the proxied traffic flows and redirect them through one or more affiliate marketing programs, presumably resulting in commission payments to Paxfire and the ISPs involved. The affiliate programs involved include Commission Junction, the Google Affiliate Network, LinkShare, and Ask.com. When looking up brand names such as "apple", "dell", "groupon", and "wsj", the affiliate programs direct the queries to the corresponding brands' websites or to search assistance pages instead of providing the intended search engine results page.\(^88\)

The consumer harm is obvious: consumers’ data was being shared with third-parties they had never heard of, and their web searches were being rerouted without their permission.

iv. AIO and Cricket Wireless Stripping Encryption

In September 2013, an engineer for the VPN company Golden Frog noticed that he was unable to send email securely because his wireless provider (AIO Wireless, which then merged with Cricket Wireless) was stripping the encryption off his connections to mail servers.\(^89\) Once again, the consumer harm here is


particularly egregious: an ISP decided that its customers didn’t deserve security and privacy when sending emails, and so prevented their customers from making encrypted connections when attempting to send email.

v. Comcast Potentially Introducing Vulnerabilities into its Customers’ Web Browsing

In August of 2014, Comcast admitted that it was modifying its customers’ web-browsing traffic without their consent by inserting ads into the webpages its customers view.90 EFF senior staff technologist Seth Schoen discussed the matter with a journalist at the time. “Even if Comcast doesn't have any malicious intent, and even if hackers don't access the JavaScript, the interaction of the JavaScript with websites could ‘create’ security vulnerabilities in websites,”91 Schoen said. “Their code, or the interaction of code with other things, could potentially create new security vulnerabilities in sites that didn't have them.” Security expert Dan Kaminsky explained further in an e-mail that JavaScript injection has the potential to break “all sorts of stuff, in that you no longer know as a website developer precisely what code is running in browsers out there. You didn't send it, but your customers received it.”92

In other words, the consumer harm was that by modifying its customers’ web traffic, Comcast could inadvertently introduce security vulnerabilities that would put its customers at risk.
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vi. Verizon Adding Super-Cookies to its Customers’ Web Traffic

Verizon has also admitted to modifying its customers’ traffic without their consent by inserting unique tracking ID numbers into the data its customers send.\(^93\) In this case, the modification of customer traffic allowed third-parties to track Verizon’s customers as they browsed the web, even if those customers made efforts to ensure their privacy (e.g. by clearing cookies or using Incognito or Private Browsing Mode).\(^94\) Here, the consumer harm was that customers’ attempts to control what information they shared about their browsing history were being completely overruled and ignored by their ISP, via a method the customer had no control over.

vii. T-Mobile Throttling Video Traffic Even When the Network was Uncongested

In January of 2016, EFF research showed that, as part of the company’s “Binge On” program, T-Mobile was throttling its customers’ video data without regard to congestion, indicating that the practice had nothing to do with reasonable network management. In particular, EFF found,

[W]hen Binge On is enabled, T-Mobile throttles all HTML5 video streams to around 1.5Mps, even when the phone is capable of downloading at higher speeds, and regardless of whether or not the video provider enrolled in Binge On. This is the case whether the video is being streamed or being downloaded—which means that T-Mobile is artificially reducing the download speeds of customers with Binge On enabled, even if they’re downloading the video to watch later. It also means that videos are being


throttled even if they’re being watched or downloaded to another device via a tethered connection.\(^95\)

Here, the consumer harm was that T-Mobile was artificially throttling its customers’ video downloads, even when there was no benefit to customers (i.e. the download was not zero-rated). Additionally, T-Mobile lied to its customers about how the Binge On program worked, claiming that T-Mobile itself was somehow “optimizing” streaming video, when T-Mobile had in fact not deployed any technology that altered the video stream in any way except for slowing it down.

C. More General Harms to Internet Innovation That Have Occurred Due to ISP Blocking, Throttling, and Interference

Beyond the specific examples cited above, port blocking and interference by ISPs in general have forced developers of new protocols and services to “camouflage” their new protocols as existing ones, in order to avoid discriminatory treatment. In fact, this sort of interference has become so bad that network engineers have developed a name for it: the “ossification” of the network stack.\(^96\) As a result of this interference, development of innovative new protocols and services is already being hindered.\(^97\)

D. Concrete Examples of Consumer Benefit Since the Open Internet Order Took Effect

In addition to asking for examples of consumer harm that could have been prevented by the light-touch, bright-line rules in the Open Internet Order, the NPRM also asks what, if any, changes have been

\(^95\) Jeremy Gillula, *EFF Confirms: T-Mobile’s Binge on Optimization is Just Throttling, Applies Indiscriminately to All Video*, ELECTRONIC FRONTIER FOUNDATION (Jan. 4, 2016), [https://www.eff.org/deeplinks/2016/01/eff-confirms-t-mobiles-bingeon-optimization-just-throttling-applies](https://www.eff.org/deeplinks/2016/01/eff-confirms-t-mobiles-bingeon-optimization-just-throttling-applies).


made as a result of Title II reclassification that have had a positive impact on consumers? Was Title II reclassification necessary for any of those changes to occur? Is there any evidence, for example, that consumers’ online experiences and Internet access have improved due to policies adopted in the Title II Order?  

There are two obvious examples of concrete changes in ISP behavior as a result of the Open Internet Order that have benefited consumers, separate from the prevention of harms described above.

First, prior to the Open Internet Order, many ISPs forbade their customers from attaching non-harmful devices to the network, thereby restricting how customers could use their Internet connections. The most prominent example of this is that prior to the Open Internet Order, many mobile broadband providers forbade their customers from tethering personal computers to their mobile devices in order to use their mobile broadband connection. However, since the Open Internet Order, that prohibition has disappeared from the terms of service of many mobile broadband providers (including Sprint\(^99\) and T-Mobile\(^100\)).

Similarly, prior to the Open Internet Order, many ISPs forbade their customers from using certain applications based on their type, without regard to whether or not the network was congested or the customer had purchased sufficient bandwidth or a high enough data cap to support their use. For example, as of July

---

\(^98\) NPRM ¶ 51


2014, T-Mobile forbade its customers from using P2P services or using their service for “continuous Web camera posts or broadcasts.”\textsuperscript{101} However, as of July 2017, that prohibition no longer exists.\textsuperscript{102} Similarly, prior to the Open Internet Order, Sprint forbade its customers from using their Internet access for certain activities (such as web hosting or “maintain[ing] continuous active network connections to the Internet such as through a web camera”).\textsuperscript{103} However, shortly after the publication of the Open Internet Order, those prohibitions were removed.\textsuperscript{104}

In both cases, the benefit to customers is clear. Prior to the Open Internet Order, the range of things a customer could do with her broadband Internet connection was dictated by business decisions made by her ISP—not by the actual technical capability of the network or whether the network was suffering from congestion. Thanks to the Open Internet Order, this is no longer the case—ISPs are now prohibited from discriminating against certain types of uses, and customers can use their broadband connections for a wider variety of applications, thus encouraging further innovation in the Internet ecosystem.

V. Conclusion

While we appreciate the FCC’s desire to accurately classify BIAS providers, the theories posed and the questions asked by the NPRM indicate a tremendous lack of technical understanding on the part of its authors. We remain concerned that any decision to reclassify based on this lack of technical understanding could


\textsuperscript{102} T-Mobile Terms & Conditions, T-MOBILE (Sept. 1, 2016), \url{https://www.t-mobile.com/templatespopup.aspx?PAsset=FfF_TermsAndConditionsPrint=true#EPPUSYD}.


have dangerous consequences, including stifling future innovation and depressing future investment in the wealth of Internet services that drive such a large part of the U.S. economy.

Furthermore, based on the above examples, coupled with our collective knowledge and experience in designing, building, and operating various parts of the Internet ecosystem, it is clear to us that if the FCC were to reclassify BIAS providers as information services, and thereby put the bright-line, light-touch rules from the Open Internet Order in jeopardy, the result could be a disastrous decrease in the overall value of the Internet. Fortunately, the current rules that the FCC operates under will effectively prevent this worst-case scenario from occurring, so long as the NPRM is not approved.

That is why we, the undersigned computer scientists, network engineers, and Internet professionals, based on our technical analysis and an understanding of both how the Internet was designed, and how it currently functions, respectfully encourage the FCC not to adopt the Notice of Proposed Rulemaking – WC Docket No. 17-108.105
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